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The Science of Interactive Metronome:  Executive Summary 
 

Cognitive focus plays a crucial role in success or failure in school, work, and almost all aspects human 
performance.  Yet, few of us receive formal training on how to improve our focus (control our attention). Contemporary 
brain research, which is described in this working paper, and which is briefly summarized below, has shed light on the 
nature of cognitive focus and has provided technology to train and maintain a “focused brain.”  

The human mind has a limited capacity to engage in laser-beam like focus or controlled attention—up to 20 to 30 
minute at maximum. Contemporary brain research describes focus or controlled attention as the ability to direct one’s 
attentional spotlight on only task relevant information in one’s mental workspace (working memory).  This requires 
constant monitoring and timely feedback to the attentional control center regarding the status of one’s “locked on” focus 
status.  When focused, cognitive control mechanisms are constantly monitoring performance and immediately detect and 
deflect outside distractions and self-generated mind wandering.  Focus training can result in the “quieting of the busy 
mind.”  

McGrew (2012) has presented a three-level explanatory model of the IM effect which is presented in Figure 1.  
Briefly, IM technology is believed to improve the resolution and efficiency of an individual’s internal brain clock(s) and 
temporal processing.  In turn, this increased neural efficiency, which is hypothesized to result in more efficient brain 
connectivity, communication, and synchronization via increased integrity of the brains white matter tract communication 
system, produces more efficient communication between critical brain networks.  In particular, research and theory 
suggests that IM technology increases the efficacy of the parietal-frontal brain network, the brain network most 
associated with general intellectual functioning, working memory, controlled attention and executive functions. 

IM technology incrementally teaches individuals to focus exclusively on a target tone and deploy cognitive tools 
to deflect distractions, most likely through improvements in the efficiency of communication within the parietal-frontal 
brain regions.  It is hypothesized that IM technology can train individuals to enhance their ability to invoke on-demand-
focus or controlled attention.  The IM real-time millisecond feedback requires the user to develop the ability to block out 
external distractions and mind wandering—and thus, stay focused.   Over time, and with sustained motivated practice, it 
is possible to train the brain to engage in increased on-demand focus.   Although the most observable outcome of IM 
training may be better focus or controlled attention (and thus working memory and cognitive performance), it is 
suggested that this outcome is likely due to IM producing underlying changes to complex and critical brain and 
neurocognitive mechanisms.  McGrew’s (2012) three-level explanatory IM model is currently the best reason-, logic-, and 
theoretical-based set of hypotheses to explain the IM effect.   

The primary conclusions from the detailed scientific explanation of the IM are: 

 The diversity of domains positively impacted by IM technology is due to IM improving the function of crucial 
brain-based domain-general neurocognitive mechanisms. 

 The precise, real-time IM millisecond feedback impacts the temporal processing resolution of the internal brain 
clock, which in turn improves neural efficiency—and thus, more efficient temporal and information processing in 
the brain. 

 The IM effect appears to be the result of increased efficiency and synchronization of communication between 
the primary brain structures that comprise the functional brain networks involved in performing both the 
cognitive and motor demands of IM training.  

 IM technology may be improving brain network communication, especially within the major brain networks at 
the core of the P-FIT (parietal-fontal integration) model of general intelligence.  IM technology may be improving 
the efficiency of the parietal-frontal brain network which is critical to general intellectual functioning, working 
memory, controlled attention, and overall cognitive efficiency.   

 One of the most important IM training outcomes (but not the only outcome) is improved focus via increased 
efficiency of the attentional control system (ACS) that maintains goal related information active in working 
memory in the presence of internal (mind wandering) and external distractions.  Improvement in efficiency of 
executive functions and working memory results in more efficient complex cognitive processing and learning. 



 
 

 

Figure 1:  Three-Level Hypothesized Explanation of the IM effect (McGrew, 2012)



 
 

This working paper is an integration of research and theory that attempts to explain the 

science behind the positive outcomes of the Interactive Metronome rehabilitative and brain 

training neurotechnology (the IM effect).  A three-level explanatory model involving three 

different levels of brain and neurocognitive constructs (McGrew, 2012) is described.2  The 

three-levels are presented in the visual summary in Figure 1. Although the current text focuses 

on explaining the IM effect on cognitive functions (focus, controlled attention, working 

memory, executive functions), the three-level hypothesized model should be considered a 

general explanatory framework for understanding the positive IM effect in other human 

performance domains as well (e.g., recovery from stroke; gait; motor coordination). 

 The three-level model described here can also be viewed as an IM-free integration of 

research and theory that explains the relations between the temporal processing (temporal 

g) of the human brain clock (s), brain regions and networks, brain network communication 

and synchronization (the parietal-frontal integration theory of intelligence [P-FIT] in 

particular), and the neurocognitive constructs of controlled attention (focus), working 

memory, and executive functioning. 

 

Interactive Metronome:  Brief Description and Summary of Research 

Interactive Metronome® (IM) is a rehabilitative and brain training neurotechnology that 
combines the concept of a musical metronome with a computer-based program that accurately 
measures and facilitates the improvement of an individual’s rhythm and timing.  IM training 
involves reducing the mean negative synchronization error during normal tracking of a regularly 
occurring auditory tone metronome beat. Participants receive feedback through a guidance 
system as they progress through interactive exercises. Although feedback is provided through 
both visual and auditory stimuli, the auditory feedback guidance system is the primary feedback 
method. The auditory feedback system provides tonal stimuli that indicate whether the 
participant responded prior to, at (“on target zone”), or past the regularly occurring auditory 
metronome beat. The accuracy of participants’ expectancy response to the metronome beat is 
provided in milliseconds, with different tones indicating far from, close to, or at the metronome 
beat. A visual reading of millisecond latency is also presented on a computer screen.  

The purpose of IM training is to improve participants’ synchronized metronome timing 
and rhythmicity by reducing the latency between the onset of the metronome beat and 
participants’ expectancy response to the beat. After approximately three to four weeks of 
training, or 15-18 one-hour sessions, participants are typically able to respond to within 
approximately 15 milliseconds on either side of the beat. This compares to the average 80-100 

                                                           
2
 The current working paper is a summary and expansion of Dr. Kevin McGrew’s 2012 Interactive Metronome 

Professional Conference Keynote Presentation (I think…therefore IM) were the complete explanatory model was 
presented.  This presentation is available for viewing at YouTube by clicking here.   

https://www.interactivemetronome.com/
http://www.youtube.com/watch?v=XZ10YSay3Ww
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millisecond latency response prior to training. At the completion of training, participants 
typically have engaged in approximately 25,000 synchronized metronome repetitions. These 
synchronized movements are the physical indication of one’s expectancy of the onset of the 
metronome beat. The various movements incorporated in training include clapping hand-to-
hand with a sensor on one palm, taping the palm sensor lightly on the thigh, and taping floor 
sensors with either the toe or back of the foot.  

IM research has reported positive IM effects for ADHD behavior, speech and language 
disorders, sports performance (golf and tennis), improvement of gait, reading achievement, and 
traumatic brain injury rehabilitation (Beckelhimer, Dalton, Richter & Harmann, 2011; Libkuman  
& Otani, 2002; McGrew & Vega, 2009; Nelson, 2012; Ritter, Colson & Park, 2013; Shaffer, 
Jacokes, Cassily, Greenspan, Tuchman & Stemmer, 2001; Sommer and Rönnqvist, 2009; Taub, 
McGrew & Keith, 2007).   The diversity of domains positively impacted by IM technology begs 
the question—“how can a single neurotechnology produce positive outcomes across such a 
diverse range of human performance domains?”  The only plausible scientific answer is that IM 
must be impacting a domain-general (“jack-of-all-trades”) brain-based mechanism or set of 
mechanisms. 

 

IM as a domain-general brain mechanism neurotechnology 

Domain-specific versus domain-general brain and learning mechanisms 

 Most all children and adults have learned to ride a bike for recreational purposes.  We 
have over learned the act of cycling so we can bike with little in the way of deliberate thinking.  
We do not need to consciously tell each leg to move in a certain pattern, monitor how 
accurately our legs moved, tell our arms to turn the handle bars, etc.  The resources of our 
immediate memory are free to observe others walking nearby, look at the interesting 
decorations of a house, talk to our riding partner, think about work, etc.   

If a person practiced recreational biking one hour a day for four weeks straight the 
person may improve their recreational biking behavior.  However, one would not expect this 
recreational cycling practice to transfer to improvement in speaking, reading comprehension, 
work performance, or golf.  This is an example of a circumscribed or compartmentalized set of 
skills or behaviors that have been over-learned (i.e., automatized) and that are under the 
control of a set of narrow domain-specific (i.e., recreational biking) brain mechanisms.  Domain-
specific mechanisms are specialized brain mechanisms that processes only specific kinds of 
information dedicated to learning about a particular area of knowledge (Rakison & 
Yermolayeva, 2011).  Domain-specific mechanisms are important for automatic efficient human 
performance in many day-to-day environments but, in general, improvement via training is 
typically restricted to improvement within the specific limited set of skills and behaviors.   

In contrast, a domain-general mechanism is one that if changed results in changes in 
performance across multiple and diverse areas of human functioning.  According to Rakison and 
Yermolayeva (2011), domain-general mechanisms are “processes that are both knowledge 
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universal and modality universal in that the same mechanisms function across a wide range of 
knowledge areas and inputs” (p.135).    Such an underlying brain-based mechanism is a “jack-of-
all-trades” that can be applied to a wide range of novel problems and performance (Chiappe & 
McDonald, 2005).  The only viable explanation for the diversity of the IM effect is the 
hypothesis that IM is impacting a fundamental domain-general brain-based cognitive 
mechanism, network, or set of mechanisms and networks.   

Another source of research supporting the concept of a domain-general brain 
mechanism is the finding that a variety of clinical disorders have been associated with poor 
brain clock timing and temporal processing.  These include ADHD, dyslexia, age-related deficits 
and declines (e.g., Alzheimer’s), motor coordination and production disorders (e.g., apraxia, 
cerebral palsy, gait disorders), Parkinson’s disease, schizophrenia, speech and language 
disorders (e.g., dysfluency, aphasia, apraxia), traumatic brain injury (TBI), and autism (McGrew 
& Vega, 2009).   

The convergence of research by mental timing scholars studying normal cognitive 
processes and research implicating the efficiency of temporal processing in a variety of clinical 
disorders is consistent with the notion of a domain-general master internal brain clock (or 
systems of clocks). 

But what is this domain-general mechanism or set of mechanisms that produces the 
variety of diverse IM effects? 

 

A three-level theoretical and research-based explanation of the IM effect 

Research and theory suggests that understanding the science behind the IM effect 

requires three interrelated levels of explanation involving different levels of brain and 

neurocognitive constructs (McGrew, 2012).  The three-levels are presented in the visual 

summary in Figure 1. Although the current text focuses on explaining the IM effect on cognitive 

functions (focus, controlled attention, working memory, executive functions), the three-level 

hypothesized model should be considered a general explanatory framework for understanding 

the positive IM effect in other human performance domains as well (e.g., recovery from stroke; 

gait; motor coordination).  The three-level model described here can also be viewed as an IM-

free integration of research and theory that explains the relations between the temporal 

processing (temporal g) of the human brain clock (s), brain regions and networks, brain 

network communication and synchronization (the parietal-frontal integration theory of 

intelligence [P-FIT] in particular), and the neurocognitive constructs of controlled attention 

(focus), working memory, and executive functioning. 
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Level 1:  The Brain Clock and Temporal Processing 

 

The human brain measures time continuously.  This capability is important as it 
subsumes a variety of human performance mechanisms (e.g., rhythm perception and 
production; synchronized motor behavior) critical to many human behaviors (Lewis, 2002; 
Nobre & O’Reilly, 2004).  Timing is essential to human behavior and it is hard to find any 
complex behavioral process where mental timing is not involved (Lewis & Walsh, 2005; Mauk & 
Buonomano, 2004).  Neurodevelopmental research highlights the importance of mental timing 
as a key brain mechanism for learning and adaptation as a primitive “time sense” has been 
identified as early as infancy and which eventually increases in precision due to maturation of 
the central nervous system (Droit-Volet, 2013). 

Temporal processing is generally defined as the processing of time-related information. 
To deal with time, organisms (animal and human) have developed multiple timing systems that 
span more than 10 orders of magnitude with various degrees of precision.  According to Buhusi 
and Meck (2005), humans have developed three general classes of timing systems (circadian, 
interval, and millisecond timing).  IM operates as per the millisecond timing system which is 
involved in a number of classes of human behavior (e.g., speech, music, attention, motor 
control).  This precise timing system (separated from the motor coordination functions) 
primarily involves the brain structures of the cerebellum, basal ganglia, and the right parietal 
and dorsolateral prefrontal cortices (Buhusi & Meck, 2005; Buonomano & Karmarkar, 2002, 
Lewis & Miall, 2006).   
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The dominant theoretical explanation of millisecond-based human behavior is the 
hypothesis that humans possess a centralized internal brain clock that functions as per the 
pacemaker–accumulator model (PAM; Buhusi & Meck, 2005; Karmarkar & Buonomano, 2007).3   

                                                           
3
 There is an alternative model where “timing is distributed, meaning that many brain areas are capable of 

temporal processing and that the area or areas involved depend on the task and modality being used” (Mauk & 
Buonomano, 2004,  p. 314).  In addition, the striatal beat frequency model (SBF) is now seen as a potentially more 
plausible biological model of the internal clock (Droit-Volet, 2013).  Although the consensus is that the human 
brain contains some kind of clock, “determining its neural underpinnings and teasing apart its components have 
proven difficult” (Lewis & Walsh, 2005, p. 389).  This is due to the finding that interval mental timing is not 
governed by a single anatomical structure or location in the brain but, instead,  involves the synchronization of the 
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The hypothesized internal PAM brain clock consists of a pacemaker that continuously generates 
neural ticks or pulses.  These neural ticks are transferred and collected in the accumulator.  The 
neural counts are then transferred to a working memory system or buffer. The contents of the 
short-term working memory are then compared against a reference standard in the long-term 
memory (reference memory). Finally, the decision level of the PAM uses a comparator that 
determines an appropriate response based on decision rules which involve a comparison 
between the interval duration value present in working memory and the corresponding 
duration value in reference memory. In other words, a comparison is made between the 
contents of reference memory (the standard) and what is accumulated in working memory 
(viz., are they "close?")” (Taub et al., 2007, p. 858-859).  

 

                                                                                                                                                                                           
functions located in a  number of brain structures (often in network pathways, circuits or loops), most notably the 
cerebellum, anterior cingulate, basal ganglia (dopamine), dorsolateral prefrontal cortex, right parietal cortex, 
motor cortex, and the frontal-striatal loop  (Buhusi & Meck, 2005; Lewis & Miall, 2006; Nobre & O’Reilly, 2004; 
Taub, McGrew & Keith, 2007).  For the current IM discussion, resolving which theoretical model is most plausible is 
not important.  The important point is that the human brain posses some basic neurocognitive mechanism (or 
distributed mechanisms) that functions as an internal brain clock. 
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 In the case of IM performance, if the working-to-reference memory comparison reflects 
“on target” synchronization, the participant receives millisecond-based IM auditory feedback 
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that they are on target” and the PAM-based decision is to continue the synchronized tapping 
pace without adjustment.  However, if the comparison suggests that synchronization is “out of 
phase” (as indicated by the IM audio feedback) the decision-making comparator component of 
the PAM brain clock detects the discrepancy and corrective actions are initiated to return to 
good synchronization.  When conceptualized from the model of a human brain clock, it is 
hypothesized that IM participants processes the synchronized timing demands thru the 
components of the human brain clock which, over time, increases the efficiency of the 
person’s internal brain timing. 

Neural efficiency 

As noted in Level I of Figure 1, it is hypothesized that IM increases the temporal 
resolution or clock speed of the above described PAM master internal brain clock.4  A higher 
mental clock rate enables individuals to perform sequences of mental operations faster.  A 
higher mental clock rate also reduces the chances that task irrelevant information will interfere 
with mental processing.  The neural efficiency hypothesis (Jensen, 1982, 1998, 2006) suggests 
that the faster the brain’s synapses fire the more efficient and faster the transmission of 
information within the brain, both at the level of individual nerve synapses and eventually at 
the level of fine-tuned communication across brain networks.  Neural efficiency explains how 
quickly, after a neuron has fired, it can recharge itself and fire again.  Faster recharge rates 
allow for more frequent firing of nerve synapses during cognitive or motor tasks.   

The neural efficiency hypothesis has been the dominant explanation of individual 
differences in general intelligence (Haldemann, Stauffer, Troche & Rammsayer, 2012).  The 
primary focus of the neural efficiency model of intelligence is that differences in rates of neural 
oscillations exist between individuals (Haldemann et al., 2012; Jensen, 1982, 1998, 2006).  
Neural oscillations are represented by the two different oscillation wave forms to the right in 
Level I in Figure 1.  The first oscillation wave form reaches its peak neural firing stage three 
times, while the adjacent wave form demonstrates five different neural peak firings.  The 
valleys represent the neural refractory (recovery) periods.  In the slower model, where the 
firing peaks and recovery valleys are spaced farther apart, recovery takes more time.  In the 
faster five-peaked wave pattern, the refractory or recovery times (valleys) are briefer and closer 
together in time.  The neural efficiency hypothesis suggests that individual differences in speed 
of cognitive information processing and intelligence can be explained by differences in neural 
oscillation rates. The higher the oscillation rate the shorter are the refractory phases, leading to 
faster transmission of neural encoded information in the brain.  

                                                           
4
 Or, as noted previously, IM may be impacting the temporal resolution or clock speed of multiple distributed brain 

clocks. 
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In conclusion, neurons which repeatedly fire, recharge, and fire more quickly during a 
cognitive, sensory or motor task produce better cognitive, sensory or motor performance.  It is 
hypothesized that IM impacts the temporal processing resolution of the internal brain clock, 
which in turn improves neural efficiency—and thus, more efficient temporal processing in the 
brain.  
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Temporal Resolution Power Hypothesis 

The key hypothesized IM effect at Level I is an increase in neural efficiency via increased 
temporal resolution of the brain clock.  The temporal resolution power (TRP) hypothesis 
(Rammsayer & Brandler, 2002, 2007) “refers to a hypothetical oscillatory process in the brain to 
account for the relationship between efficiency and speed of information processing as well as 
psychometric intelligence.  According to this view, higher neural temporal resolution leads to 
faster information processing and to better coordination of mental operations resulting in 
better performance on intelligence tests” (Haldemann, Stauffer, Troche, & Rammsayer, 2012; 
p. 182).  Support for the link between increased cognitive efficiency vis-à-vis increased temporal 
resolution of the human brain clock has been demonstrated in a systematic series of mental 
timing studies over the past decade (Brandler & Rammsayer, 2003; Haldemann  et al., 2012; 
Helmbold, Troche & Rammsayer, 2006, 2007;  Rammsayer, 2001, 2002, 2010; Rammsayer & 
Altenmuller, 2006;  Rammsayer & Brandler, 2002, 2007;  Rammsayer, Hennig, Haag & Lange, 
2001; Rammsayer & Troche, 2010a, 2010b; Rammsayer & Ulrich, 2001; Ulrich, Nitschke & 
Rammsayer, 2006; Volz, Nenadic, Gaser, Rammsayer, Häger & Sauer, 2001) . 

 In summary, as illustrated at Level I in Figure 1, a review of basic brain clock, temporal 
processing resolution, and IM efficacy research suggests that the most viable scientific 
explanation of the IM effect is that the precise IM millisecond feedback is most likely fine-
tuning the temporal resolution of the internal brain clock, a crucial domain-general 
mechanism that produces increased neural efficiency which, in turn, improves the efficiency 
of cognitive, sensory and motor behaviors via more efficient synchronization of 
communication between brain regions and networks. 
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Level II:  Brain Network Communication and Synchronization 

 

Man has always known that the brain is the center of human behavior.  Early attempts 
at understanding which locations in the brain controlled different functions were non-scientific 
and included such practices as phrenology. This pseudoscience believed that by feeling the 
bumps of a person’s head it was possible to draw conclusions about specific brain functions and 
traits of the person. Eventually brain science revealed that different regions of the brain where 
specialized for different specific cognitive processes.  This has been called the modular or 
functional specialization view of the brain, which is grounded in the conclusion that different 
brain areas acted more-or-less as independent mechanisms for completing specific cognitive, 
sensory and motor functions (Bressler & Menon, 2010). 

  

Brain Networks  

Contemporary neuroscience now recognizes that the human brain processes 
information via different brain circuits or loops, which at a higher level are studied as large-
scale brain networks.  Although the modular view still provides important brain insights, the 
research evidence suggests that it has serious limitations and might in fact be misleading 
(Bressler and Menon, 2010).  The emerging brain network research is large and has addressed 



Mind Hub Pub #2  3-4-13     v1.1           17 
 

various brain  and neurocognitive functions (see Bressler & Menon, 2010; Brewer, Worunsky, 
Gray, Tang, Weber & Kober, 2011; Colom, Haier, Head, Álvarez-Linera, Quiroga, Shih & Jung, 
2009; Cole, Yarkoni, Repovs, Anticevic & Braver, 2012; Deary, Penke & Johnson, 2010; Haier, 
2009; Jung & Haier, 2007; Lutz, Slagter, Dunne & Davidson, 2008; McVay & Kane, 2012; Toga, 
Clark, Thompson, Shattuck & Van Horn, 2012; van den Heuvel & Sporns, 2011). 

 

Large-scale brain network research suggests that cognitive, sensory and motor 
functioning is the result of communication between different brain systems distributed 
throughout the brain.  Different areas of the brain, often far apart from each other within the 
geographic space of the brain, are communicating through a fast-paced synchronized set of 
brain signals.  These networks can be considered preferred pathways for sending signals back 
and forth to perform a specific set of cognitive, sensory, or motor behaviors.   As described at 
Level I (see Figure 1), it is hypothesized that IM improves the flow and synchronization within 
the brain via increased temporal resolution of the internal brain clock.    

The work of Bressler and Menon (2010) serves as the model for placing the IM effect in 
the context of contemporary brain network research.  According to Bressler and Menon (2010), 
“a large-scale functional network can therefore be defined as a collection of interconnected 
brain areas that interact to perform circumscribed functions.”  More importantly, component 
brain areas in these large-scale brain networks perform different roles.  Some act as controllers 
or task switchers that coordinate, direct and synchronize the involvement of other brain 
networks.  Other brain networks handle the flow of sensory or motor information and engage 
in conscious manipulation of the information in the form of “thinking.”  

Neuroscientists have identified a number of core brain network nodes or circuits.  
Referencing the ground breaking network work of Mesulam (1990), Bressler and Menon (2010) 
describe at least five major core functional brain networks—spatial attention, language, explicit 
memory, face-object recognition, and working memory-executive function.  Bressler and 
Menon’s (2010) research review suggested two additional important functional networks—the 
default mode and salience networks.   Three of the aforementioned core networks appear to be 
particularly relevant for cognitive performance on IM, and in turn, are most likely fine-tuned as 
a result of IM treatments.  
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Three major functional brain networks most likely involved in the IM effect 

 

The default mode (DMN) or default network is what a person’s brain does when not 
engaged in specific tasks. It primarily involves the ventral medial prefrontal cortex (VMPFC) and 
posterior cingulate cortex (PCC) of the brain (Bressler & Menon, 2010).   It is the busy or active 
part of a person’s brain when a person is mentally passive.  According to Bressler and Menon 
(2010) the “DMN is seen to collectively comprise an integrated system for autobiographical, 
self-monitoring and social cognitive functions” (p. 285).   It has also been characterized as 
responsible for REST (rapid episodic spontaneous thinking), TUT’s (task unrelated thoughts), or 
what generically is referred to as mind wandering (Bressler & Menon, 2010; Kane & McVay, 
2012; McVay & Kane, 2012; Risko, Anderson, Sarwal, Engelhard & Kingstone, 2012; Schooler, 
Smallwood, Christoff, Handy, Reichle & Seyette, 2011; Smallwood, 2010; Unsworth, McMillen, 
Brewer & Spillers, 2012).  Individuals typically engage in spontaneous mind wandering when 
not working on a specific task or when completing a task that is so automatized (e.g., 
recreational riding of a bike) that a person’s mind is free to wander and generate spontaneous 
thoughts.   

The salience network is a control or network switcher associated with the brain 
structures of the anterior insula (AI) and anterior cingulate cortex (ACC).  The salience network 
monitors information from within (internal input—i.e., mind wandering) and from a person’s 
external world.  The salience network can be considered the brains air traffic control center.  Its 
job is to scan incoming internal and external information and decide which information is most 
urgent, task relevant, and which should receive priority in the queue of sending brain signals to 
different areas of the brain for processing.  This controlling network must suppress either the 
default or central-executive networks (defined next) depending on the task at hand.  This 
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decision-making and distribution and synchronization of information is most likely facilitated by 
efficient neural timing as regulated by the master internal brain clock(s). 

Finally, the central-executive network (CEN) engages in higher-order cognitive 
processing and attentional control (Bressler & Menon, 2010).  The central-executive network is 
primarily associated with the dorsolateral prefrontal cortex (DLPFC) and right posterior parietal 
cortex (PPC).  The CEN is active when individuals engage their conscious brain to work on a 
problem, place information in working memory as they think (e.g., attempting to comprehend 
the meaning of a sentence just read from a book), or focus their attention on a task or problem.  
The CEN is primarily engaged when people are “thinking” and must focus their controlled 
attention.   

According to Bressler and Menon, not only is this large scale brain network research 
providing a better understanding of normal cognitive, sensory and motor behavior, it is 
providing insights regarding clinical disorders of the brain.  Poor synchronization between the 
three major brain networks has been implicated in Alzheimer’s, ADHD, schizophrenia, autism, 
the manic phase of bipolar and Parkinson’s (Bush, 2010; Bressler and Melon, 2010; Castellanos 
& Proal, 2012), disorders that have all been linked (at Level I in Figure 1) to neural brain clock 
timing.  If the synchronized millisecond based communication between and within these large 
networks is compromised, and, if the network traffic controller (the salience network) is 
disrupted in particular, efficient and normal cognitive, sensory, or motor behavior will most 
likely be compromised. 

 IM and the three brain networks   

Task analysis of IM, and a comparison to the task demands of other researched 
attentional control tasks, suggests that the IM effect may be due to increased efficient 
communication between the default, salience, and central-executive brain networks.  The 
ability to stay in the “right on zone” requires IM participants to constantly control on-line real 
time attention and focus.  This requires the ability to shut down the mind wandering of the 
default network and to inhibit responding to external distracting stimuli from the immediate 
environment.  Any momentary lapse of attentional control or focus, where attention is 
captured by a stray external stimulus or internal thought, typically results in a movement out of 
the “right on zone” which is meet with immediate corrective IM auditory feedback.  Thus, the 
salience network must shut down activity of the default mode and not allow the central 
executive network to react to environmental distractions or to place task-irrelevant information 
in active working memory to “think about.”  This is an extremely hard task for many IM novices, 
but with sustained practice, the ability to develop sustained task-focused concentration and 
attention can be achieved and typically becomes progressively more effortless. 

This form of attentional control is conceptually similar to that required by certain 
Buddhist approaches to meditation.  Mindfulness or focused attention (FA) mediation (Lutz, 
Slagter, Dunne & Davidson, 2008; Sedlmeier, Eberth, Schwarz, Zimmermann, Haarig, Jaeger & 
Kunze, 2012) requires sustaining selective attention moment-by-moment to a chosen object 
(much like the IM target tone) and constant monitoring of the quality of attention so to stay 
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focused and in the zone (not be distracted by mind wandering or other extractions).  These 
procedures are believed to “train skills in sustaining the focus of attention, detecting 
distractions, disengaging from distractions, and redirecting the attention to the object one 
should focus on.  These skills have been identified as basic attentional processes, and they are 
well connected to specific brain regions” (Sendler et al., 2012; p. 6).  The primary difference 
between FA-based meditation methods and IM is that IM provides the “detect and deflect” 
feedback function while in FA-based meditation the participant must learn these detect and 
deflect skills without precise millisecond feedback. 

 

At Level II in Figure 1, the primary brain-based structures that research has implicated in 
both the mental time keeping research and IM performance are portrayed.  As described 
above, four of these brain structures (viz., prefrontal cortex, posterior parietal cortex, and the 
anterior insular and cingulate cortices) are implicated in the interaction of the default (cingulate 
cortex—PCC; ventral medial prefrontal cortex—VMPFC), salience (anterior insula—AI; cingulate 
cortex—ACC), and central-executive (dorsolateral prefrontal cortex—DLPFC; posterior parietal 
cortex—PPC) networks when engaging in and training controlled attention or focus.5  The other 
brain structures (i.e., basal ganglia; cerebellum; supplementary motor cortex) have extensive 
research bases that identify them as critical to the timing or coordination of motor behaviors.  
It is hypothesized that the IM effect is the result of increased efficiency and synchronization 
of communication between the primary brain structures that comprise the functional brain 
networks involved in performing both the cognitive and motor demands of IM training.  

                                                           
5
 The primary brain structures involved in the default (D), salience (S) and central-executive (C) networks are 

designated by dashed ovals at Level II in Figure 1. 
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But what is the possible underlying communication or synchronization brain mechanism 
(or mechanisms) that allows for different brain networks to communicate more effectively as a 
result of IM training? 

The P-FIT model of intelligence and white matter tracts 

 White matter tract integrity and maturation.  White matter tracts are the signal 
transmission conduits of the brain.  Different white matter tracts send signals to and from 
different areas of the cerebral cortex (the grey matter) and to and from the lower brain centers 
of the brain (see Level II in Figure 1).  White matter fiber tracts can be considered the brain’s 
information superhighway or fiber optic system that relays and coordinates communication 
between different brain regions and networks.  The pervasive impact of white matter tract 
integrity is represented by Penke, Maniega, Bastin, Hernández, Murray, Royle, Starr, Wardlaw 
and Deary’s (2012)  statement that “white matter tract integrity…is a global property of the 
brain” (p.2; italics emphasis added). 
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 The hypothesis is advanced that the IM effect may be due to increased communication 
efficiency between certain brain networks via increased processing speed or efficiency of the 
underlying white matter tracts (see Level II in Figure 1).  This hypothesis, represented as Level II 
in Figure 1, is based on a number of related research-based findings and a recent IM-specific 
study with soldiers with blast related brain injuries (Nelson, 2012). 



Mind Hub Pub #2  3-4-13     v1.1           23 
 

First, as previously described, the IM effect is hypothesized to be due to a positive 
impact on a domain-general neurocognitive mechanism.  The global signal transmission 
property of white matter tracts throughout the cerebrum (Penke et al., 2012) makes white 
matter tracts a viable candidate as the foundation, or partial foundation, for this domain-
general mechanism.  This point is consistent with Droit-Volet’s (2013) review of the 
neurodevelopmental research regarding timing and time perception in children.  Droit-Volet 
concluded that “it is logical to try establish a link between the high variability in time estimates 
in young children and the development of the architecture of white matter.  Indeed, a lack of 
maturation in white matter tissue may result in a slow rate or cortical oscillations, poorer 
synchronization of cortical oscillations, and/or less efficient connectivity between the different 
key cerebral areas (fronto-striatal system) underlying the different functions of time processing 
(p. 228).”  Second, increased white matter tract efficiency and integrity is consistent with 
increase neural efficiency as described previously.  Third, the hypothesized involvement of the 
frontal and parietal lobes during IM performance is consistent with the parietal-frontal 
integration theory of intelligence (P-FIT; Colom et al., 2009).  The P-FIT model is considered by 
some leading intelligence scholars as the best available description of how general intelligence 
is distributed in the brain (Colom et al., 2009; Deary, 2012; Deary, Penke & Johnson, 2010; 
Hunt, 2011).  The interaction and roles of the default, salience and central executive networks 
fit nicely with the foundational P-FIT neuroimaging and structural brain research.   
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The P-FIT model and white matter integrity.  The crucial role the parietal-frontal 
network plays in general cognitive or intellectual functioning is captured by Hunt’s (2011) 
conclusion that the P-FIT model of intelligence is the best available description of brain-
cognitive performance relations.  Hunt concluded, “In summary, there is clear evidence that the 
working memory system, which we know is central to reasoning and general intelligence, is 
supported by a brain system involving regions of the frontal lobe, the parietal lobe, and the 
anterior cingulate cortex.  I do not want to give the impression that these are the only areas 
involved, or that all the details of the involvement have been worked out.  They have not, but 
the outline is clear” (p. 192).  According to Hunt (2011), as per the P-FIT model of intelligence, 
the ability to maintain select goal-related information in focused working memory (the circles in 
the cone at Level III in Figure 1) are linked to both the frontal and parietal lobes.  The anterior 
cingulate is also involved (as discussed in Level II) in response selection and directing decisions 
based on the information in working memory. 
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Recent research evidence suggests that the efficiency of the interaction between the 
parietal-frontal lobes (and other brain structures as per the P-FIT model) is due to increased 
white matter tract integrity (Deary, 2012; Deary et al, 2010; Penke, Maniega, Bastin, 
Hernández, Murray, Royle, Starr, Wardlaw & Deary, 2012).  This research has reported 
“significant correlations between intelligence and parameters that reflect white matter 
network efficiency, indicating that not only the integrity, but also the organizational efficiency, 
of white mater is important for higher intelligence” (Deary et al., 2010, p. 208).  Penke et al. 
(2012) also reported that white matter tract integrity exerts a significant effect on increased 
general intellectual functioning, primarily via increased neurocognitive information processing 
speed.  Also supporting the crucial role of white matter integrity in the P-FIT model is research 
by Nagy, Westerberg and Klingberg (2004) that demonstrated a significant relation between the 
maturation of white matter, functioning of the parietal and frontal cortices, and working 
memory performance (to be discussed in Level III of IM explanatory model below) between the 
ages of 8 and 18 years.  White matter tract integrity and rate of development, this time 
increasing the efficiency of communication between brain regions primarily involved in reading 
(i.e., Broca’s and Wernicke’s areas), has also been suggested to be a fundamental brain 
mechanism involved in learning to read (Yeatman, Dougherty, Ben-Schar & Wandell, 2012).  It is 
clear that white matter maturation and integrity “is correlated with development of specific 
cognitive functions” (Nagy et al., 2004, p. 1227). 
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Evidence for the P-FIT model explanation of the IM effect.  Compelling evidence for the 
above set of hypotheses and research findings comes from a study that investigated the IM 
effect on cognitive measures and electrocortical functioning in soldiers recovering from blast 
related traumatic brain injury (BRBI; Nelson, 2012).  A summary of this studies details are 
presented in the Call Out Box on the next page. 

As summarized in Call Out Box, It was concluded that the IM treatment produced better 
functional synchronization or connectivity between the frontal and parietal cortices (and 
possibly the thalamus) and built millisecond timing awareness and response capability (Nelson, 
2012).  This IM-specific study supports the above described Level I and Level II (see Figure 1) 
hypotheses that the IM effect may be due to increased neural efficiency, particularly more 
efficient functional synchronization, connectivity, and communication between important brain 
regions, especially those involved in the coordinated action of the default, salience, and central 
executive networks.  The study of soldiers with blast related brain injuries (Nelson, 2012) also 
provides support for the Level II model that specifically suggests that the P-FIT model of 
intelligence is consistent with the IM effect and, more importantly, IM technology may be 
improving the efficiency of the parietal-frontal brain network, a network believed to be 
critically involved in general intellectual functioning, working memory, controlled attention, 
and overall cognitive efficiency.  It was also suggested that these improvements my reflect re-
establishment of white matter connections for certain brain networks. 
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Effects of IM on Cognition and Electrocoritcal Functioning in Recovery from 
Blast Related Brain Injury Study Summary (Nelson, 2012)1 

 

Subjects:  Forty-five subjects (18-55 years of age) with documented military blast related traumatic brain 
injury (BRBI) meet specific study inclusion and exclusion criteria.  Subjects had to be greater than 3 months, and 
less than 5 years, post-BRBI.  The subjects had to have documented BRBI and had to meet the DSM-IV criteria of 
either (a) postconcussional disorder or (b) mild neurocognitive disorder due to a general medical condition.  
Subjects were excluded if there was evidence of (a) pre-BRBI moderate or severe traumatic brain injury, (b) 
suicidal ideation or indications of other psychiatric conditions, (c) evidence of drug/alcohol dependence or abuse 
(c) current medication with benzodiazepines or narcotics, or (d) were in another drug or treatment trial.  At the 
time of the preliminary report (Nelson, 2012), 100% of the subjects were male.  The average number of BRBI’s 
was 2.9 (standard deviation = 1.6).  The average time since injury was 28.6 months (standard deviation = 23.9).  
The subjects were randomly assigned to an IM treatment group or a control group that received traditional brain 
injury rehabilitation treatment at a brain injury center for veterans.  Thirty-six subjects had complete data at the 
time of the 2012 report, 18 of each in the IM and control groups.  No statistically significant differences on the 
baseline assessment measures were reported. 

IM Treatment:   Subjects received 13 different IM developed exercises at a tempo of 54 beats per 
minute.  Complete treatment consisted of 15 sessions, each approximately 1 hour in duration with approximately 
2,500 IM repetitions per session.  The total IM repetitions across the 15 sessions was just over 37,000. 

Methodology:  Pre-post neuropsychological testing consisted of  the Repeatable Battery for the 
Assessment of Neuropsychological Status (RBANS;  Randolph, 1998), processing speed and short term and 
working memory tests from the Wechsler Adult Intelligence Scale-Fourth Edition (WAIS-IV; Wechsler, 2008), as 
well as select measures from the Delis-Kaplan Executive Function System (DKEFS; Delis, Kaplan & Kramer, 2001). 

Electrocortical assessment consisted of 64-channel EEG electrocortical measurement of brain event 
related potentials (ERP’s) during resting and event state activity.  The event activity was a go/no-go task designed 
to measure decision and inhibition processes.  ERP’s were averaged over multiple trials with “noise” eliminated.  
The N100 (related to auditory attention and information processing) and P300 (related to learning and memory 
processing as well as being sensitive to attention) ERP wave form components wre evaluated.  ERP wave forms 
were analyzed via independent components analysis (ICA), sample signal decomposition (ICA), and event related 
band power (ERBP) changes. 

Findings:  The IM treatment group demonstrated statistically significantly higher pre-post change scores 
on the neuropsychological assessment measures.  The majority of Cohen’s d effect sizes ranged from 
approximately .35 to .80, which are characterized as medium to large treatment effects. Across the different 
neuropsychological assessment variables, positive IM treatment effects were reported for 21 of the 26 outcome 
measures.  It was concluded that for BRBI subjects, IM produced positive statistical and practically important 
larger treatment effects (than the control group) on immediate memory, processing speed, and sensory 
integration functioning.  The EEG electrocortical measurement of the brain event related potentials (ERP’s) of the 
IM and control subjects (when performing the go/no-go task) found the IM treatment group demonstrating 
increased ERBP activation in the frontal and right parietal cortices.  This suggested better functional connectivity 
between these brain areas, as well as the thalamus.   

It was concluded that the IM treatment increased immediate memory, processing speed, and sensory 
integration in subjects with BRBI.  In addition, the IM treatment produced better functional synchronization or 
connectivity between the frontal and parietal cortices.  Brain plasticity was suggested via the building of 
millisecond timing awareness and response capability   Nelson (2012) concluded that the IM treatment may 
result in (a) improved multi-sensory readiness, (b) more robust inhibitory networks, (c) better coordinated 
response production, (d) increased cortical endurance, and (e) possibly the re-establishment of white matter 
connections  between brain networks. 
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Level  III:  Improvement of the Attentional Control System (ACS) 

 

McGrew (2006) and Taub et al. (2007) were the first to present a conceptual cross-walk 
between the theoretical and empirical research regarding the major components of the PAM 
master internal clock and temporal processing (Level I) and contemporary cognitive information 
processing theories (Level III) when attempting to explain the IM effect.  These researchers 
suggested that the IM effect was likely due to increased millisecond timing-based neural 
efficiency of the domain-general cognitive information processing mechanisms of working 
memory, executive functions, and controlled or executive attention (Level III in Figure 1). 

Drawing on research suggesting a temporal g (general intelligence) cognitive 
mechanism, McGrew (2006) and Taub et al. (2007) further suggested that the domain-general 
positive IM effect was likely due to the improvement of general neural efficiency via improved 
resolution of the internal brain clock.  Finally, these researchers hypothesized the involvement 
of certain brain structures (cerebellum, structures of the basal ganglia, striatum, dorsolateral 
prefrontal cortex, right parietal cortex) during IM performance.  The overlap and convergence 
in the brain clock (Level I) and neurocognitive information processing (Level III) models is not 
surprising as “it is difficult to distinguish between the processing of timing per se, on the one 
hand, and attention and working memory processes, on the other, because these are closely 
interconnected in explicit time judgments” (Droit-Volet, 2013, p. 229). 

McGrew (2012) has suggested that the primary mechanism by which working memory is 
enhanced by IM is the training of controlled attention and inhibition (Chuderski & Necka, 2012; 
Chun, Golomb & Turk-Growne, 2011; Engle, 2002; Eysenck & Derakshan, 2011; Posner, 2007).  
To stay “on target” (i.e., keeping the “information” circles inside the “focus of attention” cone 
at Level III in Figure 1) requires subjects to focus like a laser on the target tone (for sustained 
periods of time) and to shut down or inhibit attention to external or internal (wind-wandering) 
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stimuli.  According to McVay and Kane (2010), “mind wandering represents, in part, a failure of 
executive control…the occurrence of mind wandering is dually determined by the presence and 
urgency of automatically generated, personal-goal-related thoughts (from the default-mode 
brain network) in response to cures in the external and internal environment, as well as the 
ability—or inability—of the executive-control system to defend primary-task performance 
against interference from these thoughts” (p. 188).   

 

 

Attentional capture is minimized by the process of inhibition (ignoring task irrelevant 
distractions—self-generated random thoughts or mind wandering).  The constant IM 
millisecond-based feedback requires subjects to suppress attending to distracting external and 
internal stimuli.  The subjects personal mind manager (i.e., executive functions) must constantly 
monitor the feedback and update immediate working memory so the subject can adjust and 
correct their synchronization on a real-time basis. Inhibition, shifting, and updating are the 
three primary cognitive processes believed to be involved in each person's personal mind 
manager—collectively referred to as the executive functions of the brain (Miyake, Friedman, 
Emerson, Witzki & Howerter, 2000).  The role of executive functions in the attentional control 
system (ACS; Chuderski & Necka, 2012) is supported by research implicating the 
communication between the default, salience and central executive networks (Level II) for 
detecting and deflecting attentional capture by external stimuli and inhibiting the strong 
predisposition of the default network to induce spontaneous mind wandering.   

The hypothesized relations between efficient working memory, attentional control, and 
cognitive performance outcomes (e.g., general intelligence, reading comprehension, SAT 
scores) has been supported in a number of contemporary studies.  Across six experiments, 
Chuderski and Necka (2012) concluded that the ability to focus and control attention accounted 
for approximately 62% of subjects novel problem solving or fluid intelligence.  They also 
reported that executive functions accounted for approximately 13 % of fluid reasoning.  
Unsworth et al. (2012) presented a model where working memory capacity impacted 
attentional control, which in turn had an effect on everyday attention failures, which in turn 
had a significant impact on SAT scores.  Finally, Kane and McVay (2012) reported a model 
where reading comprehension was directly impacted by both working memory capacity and 
mind wandering (defined as task unrelated thoughts—TUT’s).  These studies, which focused 
primarily on attentional control, mind wandering, and working memories impact on cognitive 
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outcomes, reinforce a large body of intelligence research which has suggested that working 
memory, when defined more globally, has a strong causal and direct influence on general 
intelligence and fluid reasoning (Ackerman, Beier & Boyle, 2005; Colom, Rebello, Palacios, Juan-
Esinosa & Kyllonen , 2004; Conway, Kane & Engle, 2003; Kyllonen & Christal, 1990; McGrew, 
2005).  The theoretical and empirical link between efficient working memory capacity and 
cognitive performance is clear.  Even more intriguing is the conclusion of some researchers that 
working memory capacity may be nothing more than executive or controlled attention (Engle, 
2002; Kane, Bleckely, Conway & Engle, 2001). 
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The evidence presented above (Level II), and the IM blast-related brain injury research 
of Nelson (2012) in particular, supports much of the early IM explanatory hypotheses of 
McGrew (2006) and Taub et al. (2007).  More important, the Level II research summarized 
above suggests that IM technology may be improving brain network communication, 
especially within the major brain networks at the core of the P-FIT model of general 
intelligence.6   The overlap in the importance of the parietal-frontal circuit in both the brain 
clock timing research (Level I) and research regarding the importance of domain-general 
neurocognitive mechanisms (working memory, attentional control, inhibition and executive 
functions) significantly associated with general intelligence (Level III) is key to McGrew’s (2012) 
three-level explanation of the IM effect (see Figure 1).  The strong evidence for a causal link 
between working memory and general cognitive outcomes is consistent with the domain-
general working hypothesis for the IM effect.  At Level III, this domain-general cognitive 

                                                           
6
 Other brain networks involved in other domains (e.g., reading, motor performance, gait, etc.) most likely also 

benefit from this hypothesized increased in efficient brain network communication.  In this text the primary focus 
is on the parietal-frontal network, and its role in increased attentional control, working memory, executive 
function and general intelligence, as this is the domain with the greatest amount of extant research and is the 
domain where the most likely important IM effects are noted (i.e., focus and attentional control). 
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mechanism is manifested in the form of working memory, which involves the constructs of 
mind wandering, attentional control, and executive functions.  At Level I the domain-general 
cognitive mechanism is hypothesized to be in the form of improved brain clock speed or 
temporal resolution.   

In summary, the most important Level III (see Figure 1) IM training outcome (but not 
the only outcome) is improved focus via increased efficiency of the attentional control system 
(ACS) that maintains goal related information active in working memory in the presence of 
internal (mind wandering) and external distractions.  Improvement in efficiency of executive 
functions and working memory results in more efficient complex cognitive processing and 
learning.  These Level III measurable neurocognitive outcomes are believed to be explained by 
the underlying (and unobservable) brain and neurocognitive mechanisms invoked during IM 
training as outlined in Level I and II of Figure 1. 

 

Summary 

IM research has demonstrated positive treatment effects across a variety of human 
performance domains and in a number of different clinical disorders.  The diversity of domains 
positively impacted suggests that IM is impacting a domain-general brain-based neurocognitive 
mechanism or sets of mechanisms.  

The three-level explanatory model of the IM effect (McGrew, 2012) presented in Figure 1 
is currently the best working model for explaining the science behind the IM effect.  Briefly, IM 
technology is believed to improve the resolution and efficiency of an individual’s internal brain 
clock(s) and temporal processing.  In turn, this increases neural efficiency which is hypothesized 
to result in more efficient brain connectivity, communication, and synchronization via increased 
integrity of the brains white matter tract communication system, producing more efficient 
communication between critical brain networks.  In particular, research and theory suggests 
that IM technology may be increasing the efficacy of the parietal-frontal brain network, the 
brain network most associated with general intellectual functioning, working memory, 
controlled attention and executive functions.  

Although not discussed here, brain networks involved in other performance domains 
(e.g., reading, motor performance, gait, etc.) most likely also benefit from the above 
hypothesized explanation of increased efficiency in brain network communication.  In the 
above explanation the primary focus was on the parietal-frontal network and its role in 
increased attentional control, working memory, executive functions and general intelligence.  
This focus was deliberate as these domains are those with the greatest amount of extant 
research and are the domains where the most important IM effects will likely be noted (i.e., 
focus and attentional control).  It is believed that the positive IM effects demonstrated in other 
domains, such as better motor coordination, speech and language functioning, stroke recovery, 
etc., result from similar increased brain communication efficiency and synchrony between brain 
regions and networks, specifically those more related to motor functions (e.g., supplementary 
motor area, cerebellum).   



Mind Hub Pub #2  3-4-13     v1.1           37 
 

The three-level hypothesized model described here is a general explanatory framework 

for explaining positive IM effects in multiple human performance domains.  The proposed 

model draws from a broad and diverse set of contemporary research from multiple disciplines, 

such as cognitive psychology, neuropsychology, neuroscience, neurology, molecular 

psychology, biological psychology, the psychology of music, and the study of human 

intelligence.  The three-level model described here can also be viewed as an IM-free 

integration of research and theory that explains the relations between the temporal 

processing (temporal g) of the human brain clock (s), brain regions and networks, brain 

network communication and synchronization (the parietal-frontal integration theory of 

intelligence [P-FIT] in particular), and the neurocognitive constructs of controlled attention 

(focus), working memory, and executive functioning. 

Additional research is needed to verify the current explanatory model, evaluate its 
utility to explain positive IM effect research in multiple domains, and to suggest necessary 
revisions and extensions. 

  



Mind Hub Pub #2  3-4-13     v1.1           38 
 

References 

Ackerman, P. L., Beier, M. E., & Boyle, M. O. (2005). Working memory and intelligence: The 
same or different constructs? Psychological Bulletin, 131(1), 30-60. 

Beckelhimer, S. S., Dalton, A. E., Richter, C. A., Hermann, V., & Page, S. J. (2011).  Brief report:  
Computer-based rhythm and timing training in severe, stroke-induced arm hemiparesis.  
American Journal of Occupational Therapy, 65(1), 96-100. 

Bressler, S. L., & Menon, V. (2010).  Large-scale brain networks in cognition:  Emerging methods 
and principles.  Trends in Cognitive Sciences, 14(6), 277-290. 

Brewer, J. A., Worhunsky, P. D., Gray, J. R., Tang, Y., Weber, J., & Kober, H. (2011).  Meditation 
experience associated with differences in default mode network activity and 
connectivity.  Proceedings of the National Academy of Sciences, 108 (50), 20254-20259. 

Brandler, S., & Rammsayer, T. H. (2003). Differences in mental abilities between musicians and 
non-musicians.  Psychology of Music, 31(2), 123-138. 

Buhusi, C., & Meck, W. (2005). What makes us tick? Functional and neural mechanisms of 
interval timing. Nature Reviews:  Neuroscience, 6, 755-765. 

Buonomano, D., & Karmarkar, U. (2002). How do we tell time? Neuroscientist, 8(1), 42-51. 

Bush, G. (2010).  Attention-deficity/hyperactivity disorder and attention networks.  
Neuropsychopharmacology Reviews, 35, 278-300. 

Castellanos, F. X., & Proal, E. (2012).  Large-scale brain systems in ADHD:  Beyond the 
prefrontal-striatal model.  Trends in Cognitive Sciences, 16(1), 17-26. 

Chiappe, D., & MacDonald, K. (2005).  The evolution of domain-general mechanisms in 
intelligence and learning.  The Journal of General Psychology, 132(1), 5-40. 

Chuderski, A., & Necka, E. (2012).  The contribution of working memory to fluid reasoning:  
Capacity, control, or both?  Journal of Experimental Psychology:  Learning, Memory, and 
Cognition, 38(6), 1689-1710. 

Chun, M. M., Golomb, J. D., & Turk-Browne, N. B. (2011).  A taxonomy of external and internal 
attention.  Annual Review of Psychology, 62, 73-101. 

Cole, M. W., Yarkoni, T., Repovš, Anticevic, & Braver, T. S. (2012).  Global connectivity of 
prefrontal cortex predicts cognitive control and intelligence.  The Journal of 
Neuroscience, 32(26), 8988-8999. 

Colom, R., Haier, R. J., Head, K., Alvarez-Linera, J., Quiroga, M. A., Shih, P. C., & Jung, R. E. 
(2009). Gray matter correlates of fluid, crystallized, and spatial intelligence: Testing the 
P-FIT model.  Intelligence, 37(2), 124-135. 



Mind Hub Pub #2  3-4-13     v1.1           39 
 

Colom, R., Rebello, I., Palacios, A., Juan-Espinosa, & Kyllonen, P. C. (2004).  Working memory is 
(almost) perfectly predicted by g.  Intelligence, 32, 277-296. 

Conway, A. R. A., Kane, M. J., & Engle, R. W. (2003). Working memory capacity and its relation 
to general intelligence.  Trends in Cognitive Sciences, 7(12), 547-552. 

Deary, I. J. (2012).  Intelligence.  Annual Review of Psychology, (63), 453-482.   

Deary, I. J., Penke, L., & Johnson, W. (2010).  The neuroscience of human intelligence 
differences.  Nature Reviews:  Neuroscience, 11, 201-211. 

Delis, D. C., Kaplan, E., & Kramer, J. H. (2001).  Delis-Kaplan Executive Function System.  San 
Antonio, TX:  The Psychological Corporation. 

Droit-Volet, S. (2013).  Time perception in children:  A neurodevelopmental approach.  
Neuropsychologia, 51, 220-234. 

Engle, R. W. (2002). Working memory capacity as executive attention.  Current Directions in 
Psychological Science, 11, 19-23. 

Eysenck, M. W., & Derakshan, N. (2011).  New perspectives in attentional control theory.  
Personality and Individual Differences, 50, 955-960. 

Haier, R. J. (2009).  Neuro-intelligence, neuro-metrics and the next phase of brain imaging 
studies.  Intelligence, 27, 121-123. 

Haldemann, J., Stauffer, C., Troche, S. & Rammsayer, T. (2012). Performance on auditory and 
visual temporal information processing is related to psychometric intelligence. 
Personality and Individual Differences, 52(1), 9-14. 

Helmbold, N., Troche, S., & Rammsayer, T. (2006). Temporal information processing and pitch 
discrimination as predictors of general intelligence.  Canadian Journal of Experimental 
Psychology, 60(4), 294-306. 

Helmbold, N., Troche, S., & Rammsayer, T. (2007).  Processing of temporal and nontemporal 
information as predictors of psychometric intelligence: A structural-equation-modeling 
approach.  Journal of Personality, 75(5), 985-1006. 

Hunt, E. (2011).  Human intelligence.  Cambridge, NY:  Cambridge University Press. 

Jensen, A. R. (1982).  Reaction time and psychometric g.  In H. J. Eysenck (Ed.), A model for 
intelligence (pp. 93-132).  New York:  Springer. 

Jensen, A. R. (1998). The g factor: The science of mental ability. Westport, CT: Praeger. 

Jensen, A. R. (2006).  Clocking the mind: Mental chronometry and individual differences.  
Amsterdam:  Elsevier. 



Mind Hub Pub #2  3-4-13     v1.1           40 
 

Kane, M. J., Bleckley, M. K., Conway, A. R. A., & Engle, R. W. (2001). A controlled-attention view 
of working-memory capacity.  Journal of Experimental Psychology   General, 130(2), 169-
183. 

Kane, M. J., & McVay, J. C. (2012).  What mind wandering reveals about executive-control 
abilities and failures.  Current Directions in Psychological Science, 21(5), 348-354. 

Kyllonen, P. C., & Christal, R. E. (1990).  Reasoning ability is (little more than) working-memory 
capacity?!  Intelligence, 14, 389-433. 

Lewis, P. (2002). Finding the timer. Trends in Cognitive Sciences, 6(5), 195-196. 

Lewis, P. A., & Miall, R. C. (2006). Remembering the time: a continuous clock. Trends in 
Cognitive Sciences, 10(9), 401-406. 

Lewis, P. & Walsh, V. (2005). Time perception: Components of the brains clock. Current Biology, 
24, 389-391. 

Libkuman, T. M. & Otani, H. (2002). Training in timing improves accuracy in golf.  Journal of 
General Psychology, 129, 77-96. 

Lutz, A., Slagter, H. A., Dunne J. D., & Davidson, R. J.  (2008). Attention regulation and 
monitoring in meditation.  Trends in Cognitive Sciences, 12(4), 164-169. 

Mauk, M., & Buonomano, D. (2004). The neural basis of temporal processing. Annual Review of 
Neuroscicne, 27, 207-340. 

McGrew, K. S. (2005).  The Cattell-Horn-Carroll (CHC) theory of cognitive abilities.  Past, present 
and future. In D. Flanagan, & Harrison (Eds.), Contemporary intellectual assessment. 
Theories, tests, and issues (p.136-202). New York. Guilford Press. 

McGrew, K. (2006, Oct.).  The IM Effect.  What is happening under the hood?  Invited 
presentation at the Interactive Metronome Professional Conference, Austin, TX. 

McGrew, K. S. (2012, Oct.).  I think…therefore IM.  Keynote presentation at Interactive 
Metronome Professional Conference, San Antonio, Texas. [YouTube video of 
presentation available at http://www.youtube.com/watch?v=XZ10YSay3Ww ]. 

McGrew, K., & Vega, A. (2009).  The efficacy of rhythm-based (mental timing) treatments with 
subjects with a variety of clinical disorders:  A brief review of theoretical, diagnostic, and 
treatment research.  Institute for Applied Psychometrics Research Report No. 9.  St. 
Joseph, MN:  Institute for Applied Psychometrics. [Available as PDF download at 
http://www.iapsych.com/im/iaprr9.pdf ]. 

McVay, J. C., & Kane, M. J. (2012).  Drifting from slow to “D’ oh!”:  Working memory capacity 
and mind wandering predict extreme reaction times and executive control errors.  
Journal of Experimental Psychology:  Learning, Memory, and Cognition, 38(3), 525-549. 

http://www.youtube.com/watch?v=XZ10YSay3Ww
http://www.iapsych.com/im/iaprr9.pdf


Mind Hub Pub #2  3-4-13     v1.1           41 
 

Mesulam, M. M. (1990).  Large-scale neurocognitive networks and distributed processing for 
attention, language, and memory.  Annals of Neurology, 28, 597-613. 

Miyake, A., Friedman, N. P., Emerson, M. J., Witzki, A. H., & Howerter, A. (2000).  The unity and 
diversity of executive functions and their contributions to complex “frontal lobe” tasks:  
A latent variable analysis.  Cognitive Psychology, 41, 49-100. 

Nagy, Z., Westerberg, H., & Klingberg, T. (2004).  Journal of Cognitive Neuroscience, 16(7), 1227-
1233. 

Nelson, L. (2012, Oct.).  Effects of Interactive Metronome on cognition and electrocortical 
functioning in recovery from blast related brain injury (BRBI).  Presentation at Interactive 
Metronome Professional Conference, San Antonio, Texas 

Nobre, A. C., & O'Reilly, J. (2004).  Time is of the essence. Trends in Cognitive Sciences, 8(9), 
387-389. 

Penke, L., Maniega, S. M., Bastin, M. E., Valdés Hernández, M. C., Murray, C., Royle, N.A., Starr, 
J.M., Wardlaw, J.M., & Deary, I. J. (2012).  Brain white matter tract integrity as a neural 
foundation for general intelligence.  Molecular Psychiatry, 17(10), 1026-1030. 

Posner, M. I., & Rothbart, M. K. (2007).  Research on attention networks as a model for the 
integration of psychological science.  Annual Review of Psychology, 58, 1-23. 

Rakison, D. H., & Yermolayeva, Y. (2011).  How to identify a domain-general learning 
mechanism when you see one.  Journal of Cognition and Development, 12(2), 124-153. 

Rammsayer, T.  (2001).  Ageing and temporal processing of durations within the psychological 
present. European Journal of Cognitive Psychology, 13, 549-565. 

Rammsayer, T.  (2002).  Temporal information processing and basic dimensions of personality: 
differential effects of psychoticism.  Personality and Individual Differences, 32, 827-838. 

Rammsayer, T.  (2010).  Differences in duration discrimination of filled and empty auditory 
intervals as a function of base duration. Attention Perception & Psychophysics, 72(6), 
1591-1600. 

Rammsayer, T. & Altenmuller, E. (2006).  Temporal information processing in musicians and 
nonmusicians.  Music Perception, 24(1), 37-47. 

Rammsayer, T. & Brandler, S. (2002). On the relationship between general fluid intelligence and 
psychophysical indicators of temporal resolution in the brain.  Journal of Research in 
Personality, 36, 507-530. 

Rammsayer, T. & Brandler, S. (2007).  Performance on temporal information processing as an 
index of general intelligence.  Intelligence, 35(2), 123-139. 



Mind Hub Pub #2  3-4-13     v1.1           42 
 

Rammsayer, T., Hennig, J., Haag, A., & Lange, N. (2001).  Effects of noradrenergic activity on 
temporal information processing in humans.  Quarterly Journal of Experimental 
Psychology, Section B: Comparative and Physiological Psychology, 54B, 247-258. 

Rammsayer, T. & Troche, S. J. (2010a).  Effects of age and the relationship between response 
time measures and psychometric intelligence in younger adults. Personality and 
Individual Differences, 48(1), 49-53. 

Rammsayer, T. & Troche, S. (2010b).  Sex differences in the processing of temporal information 
in the sub-second range. Personality and Individual Differences, 49(8), 923-927. 

Rammsayer, T. & Ulrich, R. (2001).  Counting models of temporal discrimination.  Psychonomic 
Bulletin and Review, 8(2), 270-277. 

Randolph, C. (1998).  RBANS manual:  San Antonio, TX:  The Psychological Corporation. 

Risko, E. F., Anderson, N., Sarwal, A., Engelhardt, M., & Kingstone, A. (2012).  Everyday 
attention:  Variation in mind wandering and memory in a lecture.  Applied Cognitive 
Psychology, 26, 234-242. 

Ritter, M., Colson, K. A., & Park, J.  (2013).  Reading intervention using Interactive Metronome 
in children with language and reading improvement:  A preliminary investigation.  
Communications Disorders Quarterly, 34(2), 106-119. 

Schooler, J. W., Smallwood, J., Christoff, K., Handy, T. D., Reichle, E. D., & Sayette, M. A. (2011).  
Trends in Cognitive Sciences, 15(7), 319-326. 

Sedlmeier, P., Eberth, J., Schwarz, M., Zimmermann, D., Haarig, F., Jaeger, S., & Kunze, S. (2012).  
The psychological effects of meditation:  A meta-analysis.  Psychological Bulletin, 138(6), 
1139-1171 

Shaffer, R.J., Jacokes, L.E., Cassily, J.F., Greenspan, R.F., Tuchman, P.J., & Stemmer, P.J. (2001). 
Effect of interactive metronome training on children with ADHD. American Journal of 
Occupational Therapy, 55, 155–161. 

Stemmer, P. J. (2001).  American Journal of Occupational Therapy, 55 (22), 155-161. 

Smallwood, J. (2010).  Why the global availability of mind wandering necessitates resource 
completion:  Reply to McVay and Kane (2010).  Psychological Bulletin, 136(2), 202-207. 

Sommer, M., & Rönnqvist, L. (2009).  Improved motor-timing:   Effects of synchronized 
metronome training on gold shot accuracy.  The Journal of Sports Science and Medicine, 
8, 648-656. 

Taub, G. E., McGrew, K. S., & Keith, T. Z. (2007).  Improvements in interval time tracking and 
effects on reading achievement. Psychology in the Schools, 44(8), 849-863. 



Mind Hub Pub #2  3-4-13     v1.1           43 
 

Toga, A. W., Clark, K. A., Thompson, P. M., Shattuck, D. W., & Van Horn, J. D. (2012).  Mapping 
the human connectome.  Neurogurgery, 71(1), 1-5. 

Ulrich, R., Nitschke, J., & Rammsayer, T. (2006).  Crossmodal temporal discrimination: Assessing 
the predictions of a general pacemaker-counter model.  Perception & Psychophysics, 
68(7), 1140-1152. 

Unsworth, N. McMillan, B. D., Brewer, G. A., & Spillers, G. J. (2012).  Journal of Experimental 
Psychology:  Learning, Memory, and Cognition, 38(6), 1765-1772. 

van den Heuvel, M. P., Kahn, R. S., Goñi, & Sporns, O. (2012).  High-cost, high-capacity backbone 
for global brain communication.  Proceedings of the National  Academy of Sciences, 
109(28), 11372-11377. 

Volz, H.-P., Nenadic, I., Gaser, C., Rammsayer, T., Häger, F., & Sauer, H. (2001). Time estimation 
in schizophrenia: A fMRI study at adjusted levels of difficulty.  NeuroReport, 12, 313-316. 

Wechsler, D. (2008).  Wechsler Adult Intelligence Scale—Fourth Edition:  Technical and 
interpretive manual.  San Antonio, TX:  NCS Pearson. 

Yeatman, J. D., Dougherty, R. F., Ben-Shachar, M., & Wandell, B. A. (2012).   Development of 
white matter and reading skills.  Proceedings of the National Academy of Sciences, 
109(44), 2045-3053. 

 


